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We automatically process the raw text in thousands of loan requests from an online crowdfunding platform, and find that borrowers, consciously or not, leave traces of their intentions, circumstances, and personality traits in that text. Moreover, the text is predictive of default up to three years after it was written.
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Method
We analyze thousands of songs, testing how lyrical differentiation (i.e., how different a song’s lyrics are from others within its genre) shapes popularity.

First, we collected song data. We captured consumer demand using Billboard’s digital download rankings. This measures sales data from major paid song services (e.g., Apple iTunes). We obtained all songs ranked each quarter for three years (2014-16) for each of seven major genres (e.g., Pop, Rap, Rock). This resulted in a dataset of 4,200 song rankings and 1,879 unique songs.

Next, we used latent Dirichlet allocation (LDA, Blei 2012) to determine key lyrical features. LDA takes a number of texts (songs in our case), and by measuring word co-occurrence, determines the key latent topics or themes that make up those texts, and the words that make up each topic. In this case, some of the themes identified were “car cruising” (e.g., words like “road,” “ride,” and “drive”), “uncertain love” (e.g., “heart,” “need,” “love”), and “body movement” (e.g., “shake,” “bounce,” “clap”).

Then, we used these latent topics to calculate how different each song is from songs in its genre. The LDA model outputs the proportion of each song that belongs to each latent topic. One song, for example might be 25% “car cruising,” 45% “uncertain love,” 10% “body movement,” and so on. Averaging across all songs in a genre provides the genre’s mean use of language. Country songs, for example, talk a lot about “girls and cars” (39%) and “uncertain love” (36%) and less about “body movement” (2%). We calculate the differentiation of each song by taking the difference between its score and the genre mean for a given topic, aggregating across topics.

Finally, we use an OLS regression to examine the relationship between lyrical differentiation and song performance.

Results
Results demonstrate a significant relationship between lyrical differentiation and popularity. The more different a song’s lyrics are from its genre, the more successful it is. 16% lyrical differentiation from the genre mean corresponds to a one position improvement in chart ranking. These results hold controlling for numerous covariates (e.g., artist, radio airplay, prior chart appearance, genre, and presence in multiple genres) and alternative specifications, including those accounting for non-linearity or selection. The results are also robust to whether we compute topics across or within genres. Across all specifications, differentiation was linked to success.

More or Less Typical?
Differentiation could occur in one of two ways. While Rap songs with more differentiated lyrical topics are more successful, for example, this could be because they include even more rap-associated content than other Rap songs or because they include less rap-associated content and more content associated with other genres.

Results suggest the latter. Successful songs tend to use less of their genre’s own typical topics (e.g., “bad man” in Rap) and more of topics associated with other genres (e.g., country’s “uncertain love” in Rap).

Moderation by Genre
Finally, we examined whether the relationship between lyrical differentiation and success varied by genre. Differentiation was good overall, but lyrics may matter less in Dance music, for instance, where attributes that drive movement (e.g., the beat) may be more important than lyrics (Fabbri 1981). Results are consistent with this prediction. Lyrical differentiation matters less in Dance, as well as Pop music, which, almost by definition, is more about mainstreaming than differentiation (Frith 1986).

Conclusion
In conclusion, analysis of thousands of song suggests that differentiation plays an important role in cultural success. More generally, this work demonstrates how natural language processing can be used to study cultural dynamics, and sheds light on psychological drivers of why things catch on.

How do Authenticity Meanings Evolve?
A Longitudinal Analysis of Music Album Reviews

EXTENDED ABSTRACT
Research has shown that consumers value authenticity (Grayson and Martinez 2004; Rose and Wood 2005; Valsesia et al 2015). As past research has emphasized, authenticity can be generally defined in one of two ways: (a) being true to one’s self, which we call sincerity, but has also been known as expressive authenticity or creative authenticity (Dutton 2004; Ilie and Webster 2014; Valsesia et al 2015) or (b) being true to some established type or genre, which we call heritage, but is also known as iconic authenticity (Grayson and Martinez 2004) or type authenticity (Davies 2001). In this research, we explore how changing field-level factors can influence the definition of authenticity preferred by music critics. By examining the context of music album reviews, we longitudinally analyze how authenticity meanings evolve over the development of a music genre. The music industry is one domain in which authenticity has particular value to consumers (e.g., Grazian 2003; Peterson 1997). Because audiences value authenticity in music, artists often seek to create authentic music and to perform it authentically, and critics often comment on the authenticity of a musician and his or her music (Peterson 1997; Valsesia et al 2015).

Although previous research has examined the individual and small-group effects involved with evaluating authenticity (Grayson and Martinez 2004; Grayson and Shulman 2000; Valsesia et al 2015) and coping with its paradoxes (Rose and Wood 2005), it has not accounted for field-level dynamics—changes in the age, number, and variety of alternatives—on criteria for evaluating authenticity. Using theoretical tools from cultural sociology and institutional theory, we examine the change of criteria for judging authenticity over time and in conjunction with changes in field age and size.

In our work, we empirically study the evolution of authenticity meanings over time by focusing on the music albums reviewed by the magazine Rolling Stone from 1967 to 2014. Our sample consists of 4,924 reviews, which were downloaded from the official website of the magazine. We first conducted a qualitative analysis to identify the most common ways in which the concept of authenticity was discussed. This first analysis enabled us to identify three different types of authenticity most common in our dataset, and which are similar to those identified by Napoli et al. (2014): quality commitment, sincerity, and heritage. Then, we conducted a quantitative, automated text analysis of Rolling Stone’s music album reviews (Humphreys 2014) to measure the change in these types of authenticity over time.

We find that, when a genre is new, music reviews tend to mention authenticity in association with quality commitment. As the genre matures, reviewers focus more on authenticity as sincerity, evaluating the motives of the artist. Then, as a genre matures further and faces competition from sub-genres and other genres, reviewers focus more on authenticity as heritage, evaluating it in relation to an ideal type for that genre. We argue that this progression is common across most genres because, over time, the resources available to critics change (as well as the resources available to artists and audiences). By “resources,” we mean common understandings among stakeholders about the genre.
Criteria for evaluating authenticity in our dataset therefore has three distinct periods. Specifically, in Phase I (1960s-1970s), quality commitment resulted to be the dominant dimension. During Phase II (1980s-1990s), sincerity was the main dimension. In Phase III (2000s-2010s), heritage was the salient dimension. By drawing both historical and cross-sectional comparisons, we can assess differences according to field-level dynamics of both size and age of the genre. For example, avant-garde, which has remained a small genre, went through quality commitment and sincerity stages, but has not yet shifted to evaluation of authenticity according to heritage or type.

Earlier in the development of a music genre, critics, artists, and audiences do not have the resources to judge authenticity according to type. Instead, they rely on a definition of authenticity that does not require field-specific knowledge that people have developed across domains—namely, the common understandings they have regarding how to judge whether someone is being true to self or quality according to some abstract standard.

Using work from cultural sociology, we argue that cultural resources are needed to develop criteria for judging authenticity based on type. As Peterson (1997) points out, an artist cannot be true to an established model until a model has been established. For critics to feel comfortable referring to a musician’s adherence to the standards of a genre, industry stakeholders (including both critics and audiences) must have a sufficient level of field-specific knowledge regarding a genre’s history and tropes. Commenting about the difference between country music in the 1990s versus the 1920s (when the genre was in its infancy), Peterson argues that: “the most obvious change … is that there was then no clear tradition of country music with its own past, its own iconic progenitors, its own institutional delivery system, and its own self-conscious fan community” (Peterson 1997, p. 223).

This research makes several contributions to our understanding of authenticity. First, we identify the differential role of field-dependent and field-independent knowledge in criteria for assessing authenticity. That is, field-dependent knowledge leads to assessments of quality commitment and sincerity, but assessments of heritage require more sophisticated knowledge of fields and attributes. Second, the findings explore a kind of cultural capital that is different from that examined previously. Bourdieu defines cultural capital as a resource that an individual person builds up in order to gain advantage in a field. The cultural capital needed to define and promote heritage-based authenticity is not really “owned” by a particular person (although some can be more/less knowledgeable about it) but is instead a resource that everyone in the field can access and refer to when making aesthetic judgments. Although previous research has enumerated different types of authenticity, it has not specified how these are related or may shift in relation to institutional, field-level dynamics.

**When Words Sweat: Identifying Signals for Loan Default in the Text of Loan Applications**

**EXTENDED ABSTRACT**

Unprecedented loan default levels were at the heart of the financial crisis of 2008-9 (Lewis 2015). While the majority of these loans were mortgages, a significant amount was in consumer loans. As a result, it became difficult for consumers to secure a bank loan—loans were mortgages, a significant amount was in consumer loans. The financial crisis of 2008-9 (Lewis 2015). While the majority of these loans were mortgages, a significant amount was in consumer loans. As a result, it became difficult for consumers to secure a bank loan—loans were mortgages, a significant amount was in consumer loans. The financial crisis of 2008-9 (Lewis 2015). While the majority of these loans were mortgages, a significant amount was in consumer loans. As a result, it became difficult for consumers to secure a bank loan. Arguably, a better alternative to these “shark” loans emerged in the form of online crowdfunding platforms, which serve as a marketplace for lenders and borrowers. These platforms have become a substantial financial market, with over 1,250 sites and $34.4 billion in raised funds in 2015 (Crowdfunding industry report, Massolution 2015).

While the idea of crowdfunding may be appealing to both borrowers, who may not be able to get a loan elsewhere, and lenders, who may be able to get better returns on their investments, default rates in crowdfunding sites are high, which puts the entire concept at risk. In comparison to more secured channels such as bank loans, default rates are especially important in crowdfunding loans because the crowdfunding process is riskier and more uncertain—lending money to strangers without any collateral. Furthermore, the online nature of crowdfunding platforms eliminates the human interactions around the financial transaction of granting a loan, which has been shown to reduce default rates. Indeed, Agarwal and Hauswald (2010) found that supplementing the loan application process with the human touch of loan officers decreases default rates significantly due to better screening on the bank’s part and higher interpersonal commitment on the consumer’s part.

We propose that in a similar vein to loan officers, who are able to assess default likelihood in the offline banking environment, the text that borrowers write when requesting an online crowdfunding loan may leave some traces—similar to body language detected by loan officers—that can improve predictions of future repayment behavior. Specifically, we investigate whether borrowers leave traces of their intentions, circumstances, emotional states, and personality traits in the text they write that are predictive of whether they will default on their loan up to three years after the text was written. To answer these questions we apply text-mining and machine-learning tools to a large dataset of loans from the crowdfunding platform Prosper.

We began by creating an ensemble of predictive models consisting of decision trees and regularized logit models. We find that the predictive ability of the textual information alone is of similar magnitude to that of the financial and demographic information. Moreover, supplementing the financial and demographic information with the textual information improves predictions of default by as much as 4.03%.

Next we used a multi-method approach to uncover the words and writing styles that are most predictive of default. Using a naive Bayes and an L1 regularization binary logistic model we find that loan requests written by defaulting borrowers are more likely to include words related to the borrower’s family, financial and general hardship, mentions of God and the near future, as well as pleading lenders for help. We use a latent Dirichlet analysis (LDA) to identify the loan purpose, life circumstances, and writing styles that are most associated with loan default. We find that loans whose purpose is to help with a business or medical circumstances are riskier than other loan types in terms of their default likelihood. Consistent with the naive Bayes results, we find that lenders pleading for help and providing explanations are also associated with higher risk of default.

We further explore the writing styles and personality traces embedded in the loan request text using the Linguistic Inquiry and Word Count dictionary (LIWC; Tausczik and Pennebaker 2010). We find that defaulting loan requests are written in a manner consistent with the writing style of extroverts. This is not surprising as extroverts aspire to have exciting lives, more so than others, and hence spend their money on experiences and worry less about the financial consequences (Brown and Taylor 2014). We further find that defaulting loan requests are written in a manner consistent with the writing style of liars. While we are unable to claim that defaulting borrowers were intentionally deceptive when they wrote the loan request, we believe...
their writing style may have reflected their doubts in their ability to repay the loan.

Our research shows that in an environment characterized by high uncertainty, verifiable and unverifiable data have similar predictive ability. While borrowers can truly write whatever they wish in the textbox of the loan application—supposedly “cheap talk” (Farrell and Rabin 1996)—their word usage reveals something about them that we could not have inferred from their financial dossier alone, namely their personality and intentions.

Make America Tweet Again: A Dynamic Analysis of Micro-blogging During the 2016 U.S. Republican Primary Debates

EXTENDED ABSTRACT

The 2016 presidential election illustrated the growing role that micro-blogging sites such as Twitter play in electoral politics. Whereas politicians once relied on stump speeches to reach potential voters, candidates can now directly speak to their audiences in real time from the convenience of their devices, whether it be to react to a comment made by another, or express a view about an emerging news event. Indeed, the pervasive influence of micro-blogging has been such that *New Yorker* writer Nathan Heller (2016) called the 2016 U.S. presidential campaign the country’s first “Twitter Election”—one where the battle for the “Twittersphere” loomed almost as large as the election itself.

Whether this new channel of communication has helped better inform the electorate in elections, however, is unclear. On one hand, the increased volume of messages from candidates allows them to reach a broader cross-section of potential voters, something that could enhance knowledge about their positions on key issues. On the other hand, the fact that these messages come in the form of 140-character sound bites implies that this broader reach could come with a loss of depth.

In this paper we attempt to explore this issue by reporting an analysis of a unique dataset that characterizes how the substantive and affective content of Tweets evolved before, during, and after the course of three critical Republican Primary debates leading to the presidential election. We focus on the primary debates because past work has shown that they have the largest influence in shaping voter opinion about the candidates—more so than the final presidential debates, when voter opinions are typically solidified (McInney and Warner 2013). We examine how Tweeting behavior—who is Tweeting, what is being Tweeted, and the sentiment that is expressed in the Tweets—changed as the debates evolved over time.

We emerge with three major sets of findings that collectively offer a disquieting view of the ability of the “Twittersphere” to serve as a substantive source of information about the debates. First, we found that as the debates proceeded the Twittersphere provided an increasingly backward-looking account of the debates, as original content describing the event were increasingly dominated in number by re-Tweets of the more popular Tweets posted earlier. In other words, as time progressed the Twittersphere increasingly resembled a replaying of the “greatest hits” from earlier in the debate.

More critically, we found that that this shift to retweeting was also accompanied by a change in the tone and content of what was being posted. While Tweets posted during the debates often mentioned substantive policy issues, after the debate Twitter looked more like a news tabloid, dominated by re-Tweets of content focusing on the more sensationalist events that occurred during the debates. For example, early in the August 2015 debate there was an initial flurry of Tweeting about the acidic exchange between Donald Trump and Megyn Kelly about his views toward women. This quickly died out, however, as Tweets shifted their attention to the more substantive policy topics being discussed by the candidates. But by the end of the debates there was a sudden resurgence of interest in the Trump-Kelly exchange, such that one hour after the debates that single topic dominated the Twittersphere.

The third major finding was more theoretical in nature: statistical analyses of the drivers of re-Tweeting rates suggested that the mechanism that drove the popularity of a given Tweet was more complex than that reported in prior research on the drivers of content sharing (e.g., Berger and Milkman 2012). Surprisingly, simple negative and positive emotion tended to be negatively associated with re-Tweeting counts. In our case Tweet popularity was positively associated with more nuanced factors such as visual appeal, criticisms expressed through humor, and words related to reward and achievement (e.g., “won,” “lost”).

We suggest that this finding may be explained by the unique motivations for sharing content during live broadcast events on Twitter relative to other media. Unlike message sharing on more restricted networks (e.g., texting, email, or even Facebook), Tweets have the potential to reach particularly broad audiences, such that Tweeters may be motivated to create and/or share posts that allow them to gain as large a share of the Twittersphere as possible during the short span of the events (e.g., Barasch and Berger 2014). If Tweeters believed that the most popular content would be that eschewing substance and embracing sensationalism, as time progressed Tweets containing the latter should come to dominate. In essence, what emerges might be a norm of sensationalism (Heath 1996), where the Twittersphere is dominated by the most extreme instances of this norm; the funniest videos, the most sensationalist moments from the debates.

While our analyses here focused on the dynamics of Tweeting during political debates, we suggest that the findings may generalize to other televised live events such as sporting matches, election coverage, and awards shows — events where there is typically a high flurry of Tweeting activity during a relatively short period of time. There, like here, we might expect to see re-Tweeting come to dominate the generation of original content as events wear on, with the most sensationalist content having the longest staying power. We conclude the paper with a discussion of both the theoretical implications of the work for research on message sharing as well as substantive implications of the findings for political processes.
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